
 
Diagmaliteires

There are lots of real life systems that evolve over time

that can be modelled with linear algebra We will see

that diagonalitation helps us describe these systems

Exampleibirdpopulation
For this example we assume of males offemales

and we only count females

Three assumptions governing their populationgrowth

of juvenilefemales 2 H adult females alive
hatched in a year the previous year

reproduction rate 2

adult females survive to the next year
adulterate L

f juveniles survive to adulthood jurvivalrate f

If there are 100 adult females 40 juvenile females what is

the population in k years

aµ adults in k years

jn juveniles in k years

Total pop an1 jk



The assumptions give us recursive equations

Art I ah t jk
jute 29k

set In Kj
Then inn ftp.aanttin ft vZ o k

un
A

so v Ato
Ja AT A'To

Jp Akio
We know To foo so to find in we need to compute

Ak for k 0 We'll come back to this once we have more

technical machinery

Def If A is a square matrix then a sequenceToT I
of vectors is called a lineardynamical system if

Jo is known and

Tnt Afn for each 620

These conditions are called a matrixrecur rence and just like
in the above example they imply the AkTo



0

Howdo we compute A
k

Lda D is a diagonal matrix if it is 0 away from

the diagonal Dk is easyto compute

To computeAh we diag e it i e We find an invertible

matrix P such that D AP D a diagonalmatrix

Then A PDP so Ak PDF PDF PDP

k times
PDK P which is easy to

compute

We need to learn how to find the matrix P We do

This by first computing the eigenvalues of A

Eigenvalues t Eigenvectors

Def If A is an h xn matrix a number X is an eigenvalue
of A if A 5 75 for some vector I 8 in IR

T is called an eitor corresponding to X or a

X ein

Ex let A



Notice that E 331
A x X x

so 2 2 is an eigenvalue of A with corresponding

eigenvector 3

How do we find eigenvalues eigenvectors

Note that XI ftp 1x xIx

So AI XI is the same as AI XII
So X is an eigenvalue if

XII A5 8 for some 5 10

That is if XI A 5 8 has a nontrivial solution

This happens if and only if XI A is not invertible i.e

det XI A to

Def If A is an n n matrix the characteristical
of A is

x det XI A
T degree n

Then we can see that X is an eigenvalue if and only if

CA X O i.e if X is a net of CA x This gives us the



following

thm let A bean hair matrix

The eigenvalues of A are the roots of the

characteristic polynomial ca x of A

If X is an eigenvalue of A then the X eigenvectors
are the nonzero solutions to the system

AI A I J

Ed let's go back to the matrix

A 42 7

x det XI A det I I 7

detf24 7,1
x 4 x I 3 2

x 3 4 t 6
x 3 2
x 1 x 2

This has two roots 1,2 So A has eigenvalues
X I

1 2



First we find the X eigenvectors

we solve the system

X I A I 8

loot Kille o

I 3 5 8

This has solution l X t 1 2 0

Setting x t the general solution is2

x I tfxz t or

so the eigenvectors corresponding to the eigenvalue 1 are

tf to

For the 2eigenvectors we solve

4 I c Hi o

t.is o

2x t 3 2 0 X I Xz



So 2 eigenvectors are t t 1 0

Note For each eigenvalueX of a matrix A There

will be infinitelymany 7 eigenvectors all nontrivial

solutions of AI A 5 8

The eigenvectors will be linear combinations of basic
solutions called basiceigenvectors corresponding to X

a I
chpagqgtneomisitaif cn.CH deff

x

x 2 x 2 x 2 1 f 3
x Z x 2 4 t 3

x 2 x 1 x 1

So A has eigenvalues X 2 X z l X l

a fi



Hi L H in4

lo I L
x t 1

solution t X eigenvectors itf l ft o
I713 t

PrqEqblem Find eigenvectors for remaining 2

eigenvalues 72 1 X l

Note x I AT GI A I go AT and A have same

eigenvalues

Ainvarince
let A be a 2 2 matrix A line L through the

origin in 1122 is called A invariant if AI is
in L whenever I is in L

Geometrically
I

A I

t



How does this relate to eigenvectors

Let It 8 be any nonzero vector in IR let LI be
the unique line through the origin containing T

LI LI consists of all scalar
multiples of 5 That is

tx ft is in IR

Suppose T is an eigenvector of A
so AI XI Some scalar 7 Then for any
tx in the line LF we have

A tx t AI HDI which is again in LIin
scalar

so Lj is A invariant

The converse holds as well if Lj is A invariant then
AI is in Ly so AI TI some t so I is an

eigenvector for A w eigenvalue t

Thus we've proved the following theorem

theorem let A be a 2 2 matrix I to a vector in 1122

and LF the line through the origin containing 5 Then



i is an eigenvector of A if and only if Lj is A invariant

Ex Let R R 112 be the linear transformation
which is Cctv rotation by with corresponding

matrix A 9 o

No line is A invariant since it sends every vector
to a different line Thus A has no eigenvalues

let Pm R R'correspond to projection onto

the line y ma A the corresponding matrix
y mx The only vectors

that stay in the
same line are those

in the line y mx

OI in the line

perpendicular to y.mx
i e y Tn x

In The first case thismeans that if I L
then Lj is A invariant

Moreover A m h projection onto itself

b m are eigenvectors w corresponding



eigenvalue l


